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Abstract
This paper describes the evaluation process ofnastienal speech database recorded for standard Bdagorder to determine its
adequacy for the analysis of emotional models gndse in speech synthesis. The corpus consiseveh hundred semantically neutral
sentences that were recorded for the Big Six emstanrd neutral style by two professional actors. st results show that every
emotion is readily recognized far above chancelléMeboth speakers. Therefore the database islid liaguistic resource for the
research and development purposes it was designed f
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The objective cost measures the similarity between
1. Introduction the searched unit (previously marked by the prosody
module of the text-to-speech synthesizer) and thits u
in the database. The linkage cost measures théyqogl
unit connection (its value is 0 when the units are
consecutive in the database). The systems to s@hitst
achieve good results when there is a wide choice fo
each given objective, because there is consequantly
need to change the shape of the wave, something tha
would distort the naturalness of speech.

Due to the development of speech synthesis tecagjqu
the intelligibility of most corpus-based TTS systeim at
par with human speech. However, the naturalness and
fluency of synthetic speech are far from equallmgnan
speech. The adequate expression of emotions is an
important factor that is still missing in speechtiesis.
Emotions are the means to lessen the monotony of
synthetic speech and to improve the communication
between humans and the machine. A large database is needed in order to have enough

units to choose from for each emotion.
There have been enough attempts to develop an

emotional speech synthesizer over the last yelta énd This paper presents an evaluation of an emotions
others, 2003; Murray and Arnott, 1996; Bulut anteos, database. Section 2 describes the design of thmusor
2002). But the last results have fallen short gfetations. and the recording process. Section 3 deals with the
In order to express believable emotions, a deegarek of evaluation procedure, and the results are presemntdd

the features of emotional speech prosody (toneegurv discussed in Section 4. Finally, some conclusiors a
phoneme duration and energy curve) is necessadyit@an drawn.
be able to do that, it is essential to record amtEmal
speech database. 2. Design and recording of the corpus

The database described here was created with two
main objectives. On the one hand, we want to uge it
order to develop a TTS system for Basque basedon a

Prosodic changes have a great influence on theeshow
emotion (Vroomen and others, 1993; Montero andrethe
1999), but the emotional speech originated in thay is
not very natural (Schroeder, 1999), even if reabpdy (a . | ,
copy of the prosody) is used (Heuft and others,6)199 ehmot|onlal .corp}usﬁ on the (cj)ther,dlt needs. to b?uhéeft_
What really needs doing is to extract the sped&atures the analysis of the prosody and acoustics of ematio
of emotional speech (Rank and Pirker, 2006). Fat th speech.
purpose, instead of modelling acoustic featurediap
(which could be rather arduous), corpus-based tquba 2.1. Recording of emotional speech
that will do the job implicitly could be used.

. There are many types of emotional speech recordings
In corpus—based methods each sentence is created by(using spontaneous emotions, created emotions,

joining the optimum units of the database. The w@llgms simulated emotions and so forth), and each oneiteas
used to select the units must minimize the glohmdt c advantages and disadvantages:

function. That function takes into account the obje

cost and the linkage cost, with values between 8st-b

case— and 1 —worst case-.
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* Spontaneous emotions: Obviously, the recording of
spontaneous emotions deals with true emotions st
morally unsuitable because of its disturbance of
privacy. Moreover, the impossibility to control the
content makes it nearly impossible to generate a
suitable database for a corpus-based synthesisidgeca
its phonetic field would be limited.

» Created emotions: The speaker is drawn into a fspeci
situation that brings about a specific emotion fé&#nt
speakers react differently to the same situatiod a
therefore, we cannot be sure of the type of emdtian
will be recorded. Another disadvantage is the faat it
is not very ethical to create negative situationsrider
to record anger and sadness.

» Simulated emotions: This technique involves
professional actors reading out a text and trymgive
it the suitable emotion. This type of recording Icou
inflate the emotions, and it could be noticed ety
are not real; nevertheless, the listener does deem
perfectly recognize them.

For this research work, we have chosen the third
method because of its advantages: on the one hhed,
content of the database can be detailed, keepieg th
phonetic balance and acoustic variability of theigieed
corpus; on the other hand, it makes it easier &dyar and
compare the features of each emotion.

We have used for our purpose semantically neutral
sentences unrelated to each emotion, and we hadkths
same collection of texts to record all the emotionke
validity of this alternative is experimentally pexv (Navas
and others, 2006).

As for the expression content, the Big Six emotions
have been taken into account —Anger, Fear, Surprise
Disgust, Happiness and Sadness— (Cowi and Cornelius
2003) because they are generally the most distmcts
well as those, we have also used the neutral $tyl¢he
creation of an emotions free speech with the TTS.

To be able to get an hour’s recording for each anpt
702 sentences were picked, assuring both the phonet
balance and the diphonemic coverage by means plisor
analysis techniques. The corpus is described iaildatan
article by Saratxaga and others (2006). Two prodess
speakers recorded it: a 40-year-old male dubbingr &nd
a 37-year-old woman, a radio presenter and actress.

3. Evaluation process

In order to know if the emotional content of the
recorded database is suitable, a subjective evaiuas
needed.

3.1. Design of the research

Listeners took a fixed-choice test to know if they
were capable of recognizing the recorded pieces of
speech correctly. They were presented with 30 piefe
speech by each actor via a web-based computer rietwo
The pieces of speech were mixed and classified in
questionnaires of ten pieces each. The evaluatmsd
choose between the six emotions. "Unknown" was not
given as an option, not even when the emotion was
unclear. All were declarative sentences, with the
exception of a question. The average length of the
sentences was of 8.61 words; the shortest had 4hend
longest 14.

3.2. Evaluation protocol

Each listener took the test individually. Theydiséd
to the pieces of speech provided by an ordinary
computer sound card and using good quality earghone
The listeners were not given the chance to practise
before the test, and they did not get any feedhmtk
their answers during the whole session. They hagivio
a name to the 10 signals of each questionnairepaod
it was filled, they were not allowed to go back andke
any changes.

All in all 20 people took part (14 men and 6 women)
with ages ranging between 10 and 53 years. Alheft
spoke good standard Basque, but only eleven had
Basque as their mother tongue. As criteria for the
analysis of the evaluation results, we have disistied
the native speakers (group A) from those who had
Basque as a second language (group B).

4. Results

The results of the subjective analysis appear era
1. The real emotion expressed by the actor or sxtise
indicated on each line of the matrix; the colunorsthe
contrary, show the emotions defined by the listener
The values are worked out in percentages, and each
emotion is distinguished with the same letter: A fo
Anger, F for Fear, S for Surprise, D for Disgustfd
Happiness and X for Sadness.

The precision (P) and recall (R) parameters hase al
been gathered in the table. The precision meashees
rate of correctness of a determined emotion (cbrrec
identifications / identified amount of emotionainsli);
the recall rate, in turn, represents the correatwarhof
occurrences of the emotion (correct identificatians
amount of emotional stimuli).
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Listeners

Speakers

0.78 0.82

0.68/0.64

0.80/0.73

0.86/0.67

0.81/0.94

0.66/0.78

Table 1: Mixed matrix of the evaluation process

Clearly, all the emotions are perceived over thencle
threshold (17%), even though the corpus consistihg
semantically neutral sentences might hinder the
identification process. The average identificatiate is
76.6%, happiness is the better perceived emotidfo}9
and fear, on the contrary, the worst (64%). Sadisfise
emotion with the lowest correctness rate becausks it
chosen when fear, disgust or anger were the stimuli
Disgust shows a low recall rate and high precisieghich
is understandable considering that it is choserfem
occasions but very accurately so. The opposite ¢ase
happiness, which is frequently chosen; it has & hegall
rate but low precision.

Tables 2 and 3 show each speaker’s mixed matrix.
Happiness gets the best results in both cases (86%e
woman and 92% for the man). On the contrary, thestvo
recognized emotions do not coincide: fear (61%) for
Karolina and disgust (59%) for Pello (but with agthi
precision rate). The differences between both these
emotions are wide nevertheless, and they are thestwo
recognized ones in both databases.
identification percentages of both emotions areo als
similar: 75.83% for the woman and a little high#8,50%,
for the man.

Fear and sadness are the emotions more easily mixed.

up (fear shows as sadness in 34% of the casesthend
opposite misconception takes place in 20% of tleesa
The most frequent misconception for both speakecsirs
between the categories of fear and sadness, witakeis
fluctuating between 19% and 34%. The same type of
misunderstanding was gathered in the Interfazebdata
for Spanish (Nogueiras and others, 2001).

The average

Listeners

0.76 0.75

0.730.61

0.82/0.68

0.830.75

0.81/0.96

0.630.80

Table 2: Mixed matrix for the woman

Listeners

0.81|0.88

0.64| 0.67

0.79/0.78

0.910.59

0.81| 0.92

0.68/ 0.75

Table 3: Mixed matrix for the man

4.1. The listeners’ influence on the results

A Student’s t-test was carried out in order to gee
the listeners’ characteristics played a part in rigults
of the emotion identification. Women reach an
identification level of 72.78% (with a confidencevél
of 95% in the interval from 68.37% to 77.18%) anehm
of 77.62% (with a confidence level of 95% in the
interval from 74.74% to 80.50%). The results seetiteq
significant (t=1.80, p=0.071 > 0.0) but not in tB8%
confidence interval (p=0.05). The differences bemve
the listeners with Basque as their first languagreyp
A) and those with Basque as a second languagefgrou
B) are not significant either (t=0.858, p=0.39 ¥5):
77.12% is the average identification level for grof
and 75% for group B. Thus it seems that once the
message is understood it is irrelevant whether Bass|
their first or second language.
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Listeners were not offered training sessions before
taking the test. So we studied their level of ccimess at
the beginning of the evaluation and at the end ¢ see
any differences. During the first half of the eatlan, the
identification level is 72.64% (95% confidence iwtd
from 69.26% to 76.07%), and during the second half,
reaches 79.70% (95% confidence interval from 76.26%
83.07%). The improvement that the results shownduttie
second half of the evaluation in the 95% confidence
interval is statistically significant (t=2.85, p8044 <
0.05). During the second half, a 7% improvement is
achieved in the identification level (practicalbalsle for all
groups, for the woman and for the man, for groupr
for group B). This result is understandable, beeathe
listener is made to choose an answer for the giggtals
even if not totally sure about them; it is a conspuy
choice. As the evaluation continues, the listeaarrs how
the speakers express each emotion, and thus iderttiem
more easily.

5. Conclusions

The results of the subjective evaluation show #iht
the recorded emotions are recognized above thecehan
threshold and for both speakers. Therefore, thtaldese
proves a useful resource to analyse and model enabti
speech in standard Basque, and to record a sysiem f
emotional speech synthesis based on the corpuadglre
started to be produced.
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